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In his 1995 national bestseller Being Digital, Nicholas Negroponte
made a great deal of the distinction between atoms and bits. His
premise was a precursor to the seismic shift away from our value
of only physical products to what we now know as a data driven
society and economy.

The telecom industry has evolved from simply a business of
connecting people by voice calls to a myriad of business models
that digitally provide news, educational resources, social connec-
tions, entertainment, commerce, government services, health
and human services, banking and financial services and more.
We are fully engaged in the race to become even more digital.
Negroponte said it well - “It is almost genetic in its nature, in that
each generation will become more digital than the preceding
one.”

This concept is most apparent today in the discussions around
the primary topic of this issue of Skinny Wire, network virtualiza-
tion. Whether referring to software defined networking (SDN),
or network functions virtualization (NFV), the race is on to create
an even more data driven network that relies less on the physi-
cal footprint and more on the ability to control its effectiveness.
Perhaps driven by noble causes such as reducing carbon foot-
prints and improving customer outcomes, the virtual network is
quickly becoming the focus of manufacturers and thought lead-
ers around the world. One need only review the list of keynote
addresses and workshop titles at upcoming industry confer-
ences to understand how big the conversation really is.

Showcasing topics of NFV and SDN came easy for contributors
in this issue. Their work in cloud networking represents industry
leaders who are paving the way for new methods of delivering
network functions. For carriers, data center operators, utilities
and more, their work in this arena is changing the model for how
we all do business.

We also called on industry association leaders to weigh in on
these topics. Joining favorites such as Grant Seiffert from TIA
and Steven Berry from CCA is the new CEO of COMPTEL, Chip
Pickering. We are pleased to welcome him as a first time con-
tributor in Skinny Wire, and look forward to working with him in
his new role.

And finally, we always enjoy showing off one of our customers
who is able to pull together the resources required to deliver
even more for their customers. Valley Telephone Cooperative,
also known as VTX1, tells of their success early this decade with a
BTOP project, a public/private venture now serving the needs of
their customers in the Rio Grande Valley. It is easy to understand
their success when you talk with them and hear of their passion
for their communities. It is a true honor working with them on
an ongoing basis.

We invite you to connect with us digitally on social media, or
perhaps by something as old fashioned as email. What is your
take on the whole virtualization topic? We look forward to hear-
ing from you.

=awnd Y Turner

Editor, Skinny Wire

Director, Marketing Communications
Walker and Associates
336-731-5246
randy.turner@walkerfirst.com

SWEditor@walkerfirst.com
I———

Opinions expressed by contributors and commentators do not necessarily reflect the views of Walker and Associates, Inc.
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SDN - The New Disruptive Technology

By Rodney Wise
Director of Technology Selection
Walker and Associates

In terms of efficiency and network evolution, the move in the 1980s and 1990s from Channel As-
sociated Signaling (CAS) to Common Channel Signaling System 7 (CCSS7) seems to have had as
much impact as Software-Defined Networking (SDN) implementation will in coming years. Prior to
SS7, 64kb voice channels were nailed up along each path of the call in anticipation of the call being
established. If the called party wasn't home or already on a call, the 64 kb channel was wasted
throughout the entire network during the time it took to recognize the called party was busy.

As Director of
Technology for
Walker and
Associates, Rodney
Wise confronts a
variety of technical
questions on a
daily basis. His
broad background
provides him a
real-world perspective of challenges
and opportunities telecom engineers
and project planners face in the
field. The Wise Guy is a regular
feature in The Skinny Wire.

After SS7 implementation, out of band sig-
naling determined the availability of the
called party and prepared all network ele-
ments along the route for the call prior to
establishing the 64 kb channel throughout
the network, therefore saving tremendous
bandwidth in the entire network. Now,
SDN similarly provides network control
separated from the data forwarding plane,
making a more dynamic and flexible net-
work. Software- Defined Networking is
transforming network architecture, and
proving to be disruptive in its applications.

In the SDN architecture, the control and
data planes are decoupled, network in-
telligence is centralized, and applications
are removed from the network infrastruc-
ture. As a result, the network gains much
needed configurability and control. This
allows network administrators and engi-
neers to configure flexible networks that
can quickly adapt to new service require-
ments. Cloud services, virtualization, and
accelerating mobile device growth are driv-
ing these new service requirements and
leading the re-architecture of the network.
When properly designed and implement-
ed, the SDN architecture provides central-
ized management and control of multi-
vendor networks, improved automation
through advanced provisioning, delivery of
new services without the need to configure
each network element, and simplified con-
figurability through a common user envi-
ronment.

When a packet arrives at a switch in a con-
ventional network, the switch’'s firmware
has been preconfigured to know where to
forward the packet. The switch sends every
packet going to the same destination down
the same route and treats all the packets
the exact same way. Usually, this conven-

tional network is built in hierarchical tiers
that behave in a high level view similar to
telephone exchanges. Making changes to
this fixed network requires an in-depth
knowledge of each network element tech-
nology and existing configuration. In addi-
tion, network engineering time is required
to manage fixed network changes, adding
to expenses. SDN provides a much more
dynamic network capable of rapid configu-
ration changes for new revenue-generat-
ing services.

SDN moves control from individual net-
work elements into special SDN control-
lers. These SDN controllers provide
complete visibility and control over the
network. Since these controllers are the
configuration tools, they can ensure that
access control, traffic engineering, quality
of service, security, and other policies are
enforced consistently across the network
infrastructure. Network operators benefit
from reduced operational expenses, more
dynamic configuration capabilities, fewer
errors, and consistent configuration and
policy enforcement.

In conclusion, anything as a service, in ad-
dition to virtualization and mobile device
growth, has created a need for network
evolution. SDN provides the architecture
to rapidly respond to new service de-
mands on the network. SDN offers the
intelligence to allocate resources on de-
mand, scalability, and support for more
virtualization. In the area of efficiency
and network evolution, SDN is creating an
equivalent technology disruption that SS7
implementation did two decades ago And,
SDN s just the beginning of a more soft-
ware driven network that will create even
faster innovation and more frequent net-
work transformations.
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The term SDN, or Software-defined Net-
working, has become very popular in
technology circles. So what exactly is
SDN? Although it has changed over time,
the core concept behind SDN is that of de-
coupling a network’s control layer from its
data layer, centralizing the network man-
agement and separating the control mes-
sages from the actual network traffic.

The control layer manages network de-
vices by means of signaling. Although the
original intent of SDN focused primarily
on services, all aspects of device manage-
ment can be done at this layer, including
end-to-end provisioning, capacity man-
agement, and performance and SLA man-
agement.

The data layer, of course, is the layer
where the actual traffic flows. By separat-
ing the two layers, the control layer can
use a different distribution model than
the data layer. Relief from the burden
of managing things like path computa-
tion also means that network devices
can more efficiently focus on the job of
transporting traffic. The goal of SDN is to
centralize network management applica-
tions on platforms that are more power-
ful rather than distributing or embedding
them across multiple networking devices
to improve network operator response
times while making the network more ef-
ficient.
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The Power of Abstraction

The real power of SDN comes down to a
single word: abstraction. At first glance,
using abstraction to generalize the de-
vice-specific management code needed
to communicate with various network ele-
ments may seem like an odd concept, but
it is a something we already put to use.
An excellent example is that of printers.
Whenever you print a document there are
uniqgue commands that go from the PCs
to the actual printer and every brand and
model has its own unique way of print-
ing. In the computer's Operating System
(OS), regardless of whether it is Windows,
Apple, Linux, or something else, a set of
drivers know how to send the correct set
of messages to each respective printer. In
this example, your computer's OS sends
the generalized message to the driver
and that driver translates it to the specific
messages (code) required to print out the
document. From the users' perspective,
they simply hit the print button. This is the
power of abstraction.

With SDN, concepts are abstracted and
users make requests of the network in a
similar fashion to hitting the print button
from an application. Instead of the appli-
cation sending print commands, these re-
quests can be link up/down or bandwidth
commands, or requests to pull detailed
reports on different aspects of a network.
Just as with computers when printing
from an application (like a word proces-



sor) which runs on top of the OS; with
SDN, there are applications that run on
top of the SDN network controller.

One can write various applications and
plug them into an SDN network control-
ler. Then, by using an interface such as
Representational State Transfer (REST),
applications can make requests through
the SDN controller, which will return
results. REST provides a simple way to
organize interactions between indepen-
dent systems. It is the SDN controller's
job to understand the construction of
the network and communicate requests
down to the various network elements
connected to it, in a similar manner to a
print driver communicating with printer.
For example, an SDN application devel-
oped specifically to provision end-to-
end services could query the resources
through the controller to verify if a path
is available and if so, send the activation
commands to the appropriate network
devices. Many other SDN applications are
possible; another example could be one
to create reports about existing service
paths.

Why do Carriers Need SDN?

Before you consider migrating your ex-
isting network management systems to
SDN, it is important to understand how
your business objectives align with SDN
goals and objectives.

The first goal of SDN is to simplify soft-
ware implementations and consequently
improve service delivery times. The sec-
ond goal is to improve the use of net-
working resources. These two major ob-
jectives will reduce both OpEx and CapEx
costs and increase revenues. Whatever
system you put in place, it must deliver
these key business benefits.

Keeping this in mind, telecom networks
have traditionally been as monolithic as
the servers that administrators are ac-
tively virtualizing today. As an example
of how SDN can change network provi-
sioning, consider what it takes today to
modify network bandwidth. If you have
an existing 100 Mb Ethernet connection
from a data center and now you need
that connection to be 150 Mb, a coordi-
nated effort by several teams would be
required to accomplish this. In most envi-
ronments today, a transport team would
be engaged to increase bandwidth on
the NEs; and yet another team would re-
configure the routers and switches in the
data center.

In today's carrier networks, teams like
these are highly trained and skilled ex-
perts in device-specific management
code. For example, those working on
transport gear will often launch a termi-
nal and type TL1 commands, while the
other team in the data center would likely
use a CLI interface to control the routers

or switches. In effect, these technicians
function as “printer drivers” for the net-
work. Imagine if, every time you wanted
to print a document, you had to take it
to an employee and ask them to type the
specific commands to your printer. This,
of course, would be ridiculous, yet every
communications network company in
the world functions by this model today.
SDN serves as a middleware layer that
allows users to write applications that
“speak” generalized language north-
bound, and device-specific code south-
bound to networking devices. SDN lever-
ages the same abstraction concept that
the computer world has already been us-
ing for many years. This means commu-
nications networks can transition from
the technician-provisioned model to that
more analogous to Web 2.0 programma-
ble networks.

In short, network adds, moves, and
changes are currently time-consuming
and burdensome in an ever-changing
world where dynamic bandwidth needs
are no longer negotiable. Operators are
looking for ways to respond to these
demands in real time. An SDN-enabled
infrastructure will enable operators to
move at a pace that is closer to the one-
click world that in which we live.



The Truth
about the IP
Transition

By Chip Pickering
CEO
COMPTEL

Chip Pickering is the CEO of COMPTEL
and a former Congressman from
Mississippi. Prior to his election, Pick-
ering worked for Sen. Trent Lott (R-
Miss.) and served as a staff member

on the Senate Commerce Committee,
where he helped shape the Telecom-
munications Act of 1996. Because of
his role in drafting the 1996 Act, he
became well known as a Congres-
sional leader on telecommunications
issues.

As the PSTN Evolves, Last Mile Access
and Interconnection Remain Vital to
Bringing Competitive Alternatives to

Consumers

For competitive carriers, Internet proto-
col (IP) technology is nothing new. For
more than a decade, new entrants have
been delivering innovative and cost effi-
cient services over their networks using IP
technology. Now some large, legacy carri-
ers have begun to more fully embrace the
benefits of IP technology in their own net-
works, but they are using this technologi-
cal innovation to attempt to circumvent
the fundamental, pro-competitive prin-
ciples of our nation’s telecom laws upon
which competition relies. These largest
incumbent local exchange carriers (ILECs)
seek to dismantle competitive policies
and escape from oversight by both federal
and state policymakers, claiming that they
can be trusted to play fair with competi-
tors. Butthisis not the case. The large IL-
ECs still have all the inherent advantages
of incumbency, such as bottleneck control
over the only viable broadband connec-
tion to most of the commercial buildings
in the country. As a result, the large ILECs
have the incentive and opportunity to sti-
fle innovation and competition, which will
have a detrimental effect on consumers,
particularly businesses.

As the Federal Communications Com-
mission (FCC) addresses legal and policy
questions surrounding the transition, it is
critical for the agency to protect the fun-
damental tenets of the Communications
Act - wholesale last mile access and in-
terconnection obligations. These tenets
remain vital if the Commission intends to
continue fostering a competitive environ-
ment and delivering the benefits that re-
sult from it.

Why Competition Matters?

During the past three decades, competi-
tive policies have driven the communica-
tions revolution and brought us into the
Information Age. Competition fosters in-
novation; gives small and mid-sized busi-
nesses, as well as residential consumers,

access to new services and applications;
drives economic growth and job creation;
and encourages investment.

Competitors have been at the forefront of
innovation and investment, introducing
IP-based networks and delivering man-
aged VolIP services to customers for the
past decade. In fact, according to the FCC,
in the business market alone, competi-
tors have nearly 10 times the number of
VolIP lines as incumbent telcos. Competi-
tors are leading, too, in deploying cloud
services, Ethernet offerings, commercial
DSL and unified communications solu-
tions. On the investment front, non-ILEC
investment in 2012 was 43 percent of to-
tal wireline expenditures, according to a
2013 report on the broadband market.
And COMPTEL members report spend-
ing between 12 percent and 25 percent of
revenue on capex in the first three quar-
ters of 2013.

Access & Interconnection: The Two
Pillars of Competition

There are two necessary elements re-
quired to enable continued growth of
competition and benefits to end users:
last mile access and interconnection.

The FCC's National Broadband Plan not-
ed that the “nation’s regulatory policies
for wholesale access affect the competi-
tiveness of markets for retail broadband
services provided to small businesses,
mobile customers and enterprise custom-
ers.” However, as the FCC acknowledged,
its current approach is a “hodgepodge of
wholesale access rights and pricing mech-
anisms that were developed without the
benefit of a consistent rigorous analytical
framework.”

While the Telecom Act takes a technology-
neutral approach to competition policy,
the FCCs implementation of last-mile
access provisions have not. The FCC's



competition policies generally only apply
to the old technology, so that a simple
change from older technologies to IP al-
lows ILECs to escape oversight. And this,
simply stated, puts competition at risk.
The FCC's access rules should not vary by
whether the facility or service operates
using circuit or packet-switched mode or
if the underlying infrastructure is copper
or fiber. As the industry transitions from
TDM to IP, consumers will be negatively
impacted by the FCC relieving the ILECs
of their obligations that ensure reason-
ably priced non-TDM based packet-
switched and optical broadband services.
Similarly, the FCC has altered critical as-
pects of unbundling obligations adopted
by Congress, allowing ILECs to retire cop-
per loops and not requiring them to offer
functionally and similarly priced alterna-
tive wholesale products.

By eliminating these ILEC obligations to
provide wholesale access to critical last
mile facilities and services, the FCC is put-
ting competition in jeopardy. Regardless
of the network infrastructure being used,
the last mile continues to be vital to com-
petitive providers for reaching their cus-
tomers. The evolution to IP technology
does not allow competitors to bypass the
large ILEC last-mile bottleneck, where it is
not economically viable to overbuild that
network. Despite the rhetoric that the IP
transition is resulting in a “new network,”
the fact is that IP is just a software pro-
tocol - not a new physical network - that
can run over copper, fiber or wireless fa-
cilities, in the same way TDM has done
for decades. Thus, the advantages of
incumbency still persist for large incum-
bents in terms of access to capital, rights-
of-way, a large base of end users, an
extensive ubiquitous network footprint
and the economic advantages that come
with that level of economies of scale and
scope.

Moreover, the IP transition does not
eliminate the need for all carriers to be
able to interconnect their networks in a
manner that ensures all voice calls can
seamlessly reach their intended parties.
Nor does it eliminate the inherent ad-
vantages of incumbency in negotiating IP
interconnections agreements. Efficient
IP interconnection for voice services on
an IP basis -- between incumbents and
competitors alike -- on just and reason-
able terms, will drive cost efficiencies and
spur even more development of innova-
tive services.

Based on our members’ experience oper-
ating IP networks, there are very few tech-
nical challenges to being able to intercon-
nect IP networks. The hold-up is getting
good-faith interconnection negotiations
with the largest ILECs. During the IP tran-
sition and beyond, the FCC must reaffirm
the Telecom Act principle, which requires
incumbent providers - such as AT&T and
Verizon - to interconnect with requesting
carriers at any technically feasible point
in their network, on rates terms and
conditions that are just, reasonable and
nondiscriminatory. Once a reasonable
IP interconnection agreement has been
formed with the ILEC, that agreement
should be made public so that all inter-
ested carriers seeking interconnection
can opt in to those agreements.

As it proceeds with its examination of the
IP transition, the FCC must keep at the
forefront the importance of wholesale
last mile access and interconnection, re-
gardless of technology. Without these
two fundamental tenets, the Commission
will be unable to further its goals of en-
suring end users can have competitive
options for new, innovative services and
that our country will continue to benefit
from higher economic growth and job
creation.

(((comptel

THE COMPETITIVE COMMUNICATIONS ASSOCIATION

DLLLLEY

Based in Washington, D.C,,

COMPTEL is the leading industry
association representing competitive
communications service providers
and their supplier partners. COMPTEL
members are entrepreneurial
companies driving technological
innovation and creating economic
growth through competitive

voice, video, and data offerings,

as well as the development and
deployment of next-generation
IP-based networks and advanced
services utilizing fiber, copper

and wireless facilities. COMPTEL
advances its members’ interests
through trade shows, networking,
education, and policy advocacy
before Congress, the Federal
Communications Commission, and
the courts. COMPTEL works to ensure
that competitive communications
providers can continue to offer value
pricing, better service, and greater
innovation to consumers. COMPTEL’s
members create economic growth
and improve the quality of life of all
Americans through technological
innovation, new services and
affordable prices so customers have
a choice.




Acquired by ADTRAN in 2011,
Bluesocket brings the power
of virtualization to the WLAN.
Bluesocket was a pioneer in
the development of network
virtualization and now forms
a business group in ADTRAN.
As Vice President of Worldwide
Sales and Marketing, Chris is
responsible for all market-fac-
ing functions including global
sales, marketing, customer
service, and business develop-
ment. Chris joined Bluesocket
from Datacom Systems where
he served as Vice President

of Sales and Marketing. Chris
brings over twenty years of
experience with leading tech-
nology and networking com-
panies. For the past ten years,
Chris has held global leader-
ship positions with a number of
innovative technology compa-
nies including Avici Systems,
Colubris Networks, and Redline
Communications. Chris began
his career with AT&T before
joining Cisco Systems where he
served as Director of Sales in
EMEA.

Chris can be contacted
by email at
chris.koeneman@ADTRAN.com.

SDN Has Arrived

Chris Koeneman
Vice President, Bluesocket Business Group
ADTRAN

There's Nothing New Under The Sun
When it comes to technology, have you
ever noticed how the new stuff often times
looks like a retread of something old? Hang
around long enough, and it is déja vu all over
again. Take cloud computing. The idea of
cloud computing is you have lots of process-
ing power that can support a multitude of
applications all accessible over a network.
This pretty much describes a System 36
mainframe computer on an SNA network.
Usually an innovation becomes new and rel-
evant not so much because of the capabili-
ties of the innovation per se, but rather be-
cause of changes in the complementary and
surrounding technology. What made cloud
computing relevant was the drop in storage
cost and computing power in the data center
coupled with the lower cost of high-speed
Internet access.

We are witnessing another technology re-
birth: SDN. You don't remember the original?
Way back in the early 90s, AT&T made a tran-
sition from offering lower long distance rates
via a dedicated facility (WATS lines) to offer-
ing a lower rate using standard access facili-
ties from the LEC. The service was defined by
software at the AT&T POP. The name of the
service? SDN. Apart from me and a few bell
heads, | don't know if anyone remembers
AT&T SDN. If you do, send me an email.

Telco and Enterprise Convergence

SDN today represents an interesting con-
vergence. Network virtualization is making
telecommunications feel a lot more like en-
terprise services. The other key proto-devel-
opment for SDN is the separation of control
plane from the data plane. By separating the
control plane (information about the user
and the service) from the data session, the
control information can operate on a plat-
form other than the device handling the data
plane.

Along with separating the control plane, SDN
implementations usually support a rich set
of APIs through which applications can be
supported. In traditional networking, ser-
vices are defined by programming a switch
or router. You have to wait for your switch/
router vendor to develop the service in the
software. With SDN, applications can be writ-
ten by third parties as well as the manufac-
turer of the control plane software.

With this openness, service definition will
evolve and feel more like an enterprise appli-
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cation and less like an exercise in networking
RFCs (Request for Comments). Defining a
service will be less esoteric and more straight
forward. You won't need a CCIE (Cisco Certi-
fied Internetwork Expert) to define a service
for a set of users. The service definition will
come from the data center rather than a net-
work management tool. SDN will push the
center of the networking universe toward the
data center and networking applications will
become ensconced in broader enterprise ap-
plications. This is the convergence of telco
and enterprise.

From a cost perspective, SDN is about saving
opex. The time involved in defining and rejig-
gering services will be minimal because your
IT staff will be interacting with software that
has an interface and set of tools akin to other
enterprise applications. The other opex sav-
ings lies in the nature of the person making
the service changes. The hands on the dials
will be general IT staff as opposed to expen-
sive networking experts.

What Comes First?

Okay, SDN sounds interesting and potentially
beneficial but where do you start? ADTRAN®
thought about this and started at the access
layer of the network. It is at the access net-
work where services are defined and users
are recognized; the hallmark of SDN. There
are different types of access networks and
ADTRAN's first substantiation of SDN is with
Wi-Fi access. Services are defined and users
are controlled through a software application
that resides at a data center on a hypervisor
rather than single-purpose device. The con-
trol software supports APIs through which
third parties can create applications.

What's Next?

The benefits of SDN are very real. These ben-
efits are far reaching and will touch a number
of areas. Here are two examples. With the
separation of the control function, devices
that handle the data sessions will evolve. Un-
burdened from the control plane, these de-
vices will be optimized for packet forwarding.
Another example of the change SDN is bring-
ing is in the competitive landscape. Compa-
nies with expertise in enterprise applications
(but not known for networking) will leverage
their position to introduce SDN products.
Companies like VMware and Oracle will be-
come networking companies through the in-
troduction of SDN products. These new en-
trants into networking will bring innovation
and vigorous competition.
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By Steven K. Berry
President & CEO

CCA - The Competitive Carriers Association

Steven K. Berry serves
as President and CEO of
the Competitive Carriers
Association (CCA), the voice
of competitive wireless
telecommunications
| providers. With over 100
carrier and over 160 vendor/
supplier members serving
more than 95 percent of the U.S. and its
territories, CCA speaks with a strong, united
voice on issues that impact those providing
wireless communications in regional,
remote, and hard-to-reach areas and the
communities they serve.
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Berry began his government career as
Associate Counsel on the House Agriculture
Committee, and later became Chief of Staff
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On a recent flight back to Washington,
DC, | was gazing out the window of my
cramped airplane seat and noticed a
mass of clouds just beyond the wing. As
| pulled out my laptop and patiently wait-
ed for the plane’'s Wi-Fi connection to
load, | began to think about the incred-
ible impact “the cloud” has made on the
wireless industry in recent years.

“The cloud,” also known as a “virtualized
network,” allows a user to maximize the
effectiveness of shared resources. This
structure may provide numerous ben-
efits (such as reduced infrastructure
costs), and many companies have al-
ready begun utilizing virtual desktops,
servers and storage solutions. While it
makes perfect sense to manage most,
if not all, of your network in the cloud,
it may not be so simple for wireless op-
erators. Mobile operators must evaluate
the “Pros” and “Cons” of full integration
into the cloud, and there are several fac-
tors that should be considered when
deciding whether or not to “go to the
cloud.” (or make that transition.)

First is hardware costs. If you have ten
servers in your network, each costing
$5,000, a virtual solution may result in
significant savings. The upfront cost of
a virtual machine is required, but once
implemented, the savings will be sub-
stantial (think around $20k, rather than
$50k). While this sounds simple, if you
are operating a mobile phone network,
it may not be. What about the radio net-
work? s it possible to virtualize? Sev-
eral CCA members are doing just that
- whether it is software defined radio
or deploying hosted network elements,
many solutions exist for MNOs (Mobile
Network Operators). Hardware costs =
Pro.

Next, energy costs. Assuming a normal
load on the network equipment, de-
ploying a virtualized network will help
reduce costs of your traditional network
element loads. Put another check in the
“Pro” column as a virtual network goes a
long way to reduce energy costs.

Another factor to consider is recoverabil-
ity and reliability. Have you ever spilled
coffee on your laptop and panicked that
you may have lost days or weeks of
work? You are not alone. In a virtual en-
vironment, all data is saved to the cloud,
so your information is never lost, even

if your device crashes. Of course, the
cloud is not yet perfect and there are fail-
ures there too, but the loss of your data
is much less likely, increasing reliability.
Recoverability and reliability = Pro.

What about natural disasters? Disaster
recovery often is an over-looked aspect
of many networks. Sure, we all have a
worst-case scenario plan, but if your
employees are evacuated and the dam-
age is wide-spread, chances are that the
back-up systems will be out of commis-
sion. Having your data and network ele-
ments in the cloud makes your Disaster
Recovery Plan much easier to execute.
Practice still makes perfect, so make sure
you are ready. Disaster recovery = Pro.

You are also in a much better position
to reconfigure a virtual network—for ex-
ample, deploying LTE instead of 2G and
upgrading software to enhance network
speeds. Not having to use a forklift to
spruce up the place is quite attractive.
Reconfigurability = Pro.

Now, while it may look like there are no
drawbacks to utilizing the cloud, there
are downsides. One is tradition. | once
read that the seven deadly words in
business are, “That's how we have al-
ways done it,” but for a network operator
this is very true. Thinking about moving
the most critical network elements to a
remote hosting facility may create too
much anxiety for a COO. You also risk
fragmentation of the wireless access
technologies, but being able to properly
plan for performance, and scalability,
while making it cost effective, may be
very challenging when utilizing the cloud.
Tradition = Con.

While it is up to each individual network
operator to move to the cloud, | will close
with the suggestion that this may not be
the year of network virtualization, but it
certainly is not far off. LTE convergence
could take center stage this year - as
data usage continues to skyrocket, op-
erators will need to provide a network
capable of handling the demand. Using
new techniques to provide better service
is @ must, and wireless service providers
will find that the skies are only “partly
cloudy” for the time being. Looking to
the future and knowing the “Pros” and
“Cons,” carriers will have to choose the
timing carefully!
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By Grant Seiffert
President
Telecommunications Industry Association (TIA)

As president of DC-based TIA,
Grant Seiffert oversees all facets
of the leading international
association representing the
manufacturers and suppliers of
global networks.

Seiffert joined TIA in 1996 as v
director of government rela-
tions. His main priority was the
representation of the equipment
industry's interests, particularly
regarding competitive issues
during implementation of the
Telecommunications Act of 1996
by the Federal Communications
Commission (FCC). He was pro-
moted to vice president in 1998,
directing domestic and global
policy to help the association's
supplier members gain market-
ing opportunities around the
world. In that role, he oversaw
policy, including interaction with
the U.S. Congress, the FCC and
the Administration, as well as
with international regulatory
bodies and government leaders
and fulfilling the senior man-
agement role for association
membership and TIA tradeshows.

Seiffert serves on the Executive Committee of Connected Nation, the American Na-

tional Standards Institute's (ANSI) CEO Advisory Committee, and the Board of Directors

of the Sustainable Technology Environments Program (STEP).

He holds a Bachelor of Science degree in political science from Radford University. He

and his wife, daughter and two sons reside in Mt. Vernon, Virginia.

w

MANUFACTURERS & SUPPLIERS
OF GLOBAL NETWORKS

For the last 50 years, the information and
communications technology (ICT) indus-
try - TIA members included - has built and
worked to perfect the network. Now, the
network has become the fundamental de-
livery mechanism for the ICT industry’'s pre-
vailing product -- applications served via
the cloud.

As this situation evolves, it is clear that the
network is not robust enough to cope with
the dynamic nature of the cloud. A further
complication is that cyber threats have
increased ten-fold along with the cloud
revolution. As more content migrates to
the cloud, complexity, security and limited
bandwidth are increasingly challenging op-
erators, service providers, solutions provid-
ers and customers.

With advances in cloud-based services, a
mismatch between the network and the
demands of the cloud has emerged, and it
must be addressed. The good news is that
the advent of software defined networking
(SDN) is a revolutionary force that is help-
ing to make the network more dynamic.

Both SDN and network function virtualiza-
tion (NFV) are gaining traction. They are
different but complementary. At TIA's 2013
Future of the Network Conference an anal-
ogy was presented by one expert: SDN is
like smart plumbing - moving from the old
style of pipes being in the walls to the new
flexible style, in which walls do not need
to be broken for fixes and changes to be
made. In the case of NFV, the analogy can
be made to installing management appli-
ances with one click as opposed to going to
the store to buy and install them.

Service providers look to NFV technology
for inward-looking improvements - how-
ever, to date not many are focused on out-
ward looking benefits for the consumer. It
is the intersection of SDN and NFV that is
the objective of agile networks. Both are
needed for an end-to-end solution, provid-



ing both CAPEX and OPEX savings as well
as service delivery agility.

To address the mismatch in developing
a more dynamic network, take a look at
how enterprises view their need to grow
and thrive in the cloud environment.

In many cases it is the enterprise cus-
tomer pushing the industry toward trans-
formation in cloud deployments. Driven
by the need for speed and agility, enter-
prises are moving from experimentation
in cloud deployment to a broader imple-
mentation strategy. Their next step is to
transform the IT center from a cost cen-
ter to a profit driver - a step that ICT com-
panies must be ready to support.
Enterprises are adopting a phased ap-
proach to moving to the cloud:

* Build new apps in the cloud;

* Augment on-premise capacity with
cloud;

+ Migrate existing apps to the cloud;

+ Have all services in the cloud.

For these enterprise customers, the chal-
lenges are daunting. They are tasked with
speedily managing complex migrations,
often using multiple vendors and sys-
tems integrators, in a holistic manner. In
most cases they must invest in experts,
whether in-house or 3rd party, using
limited budgets, and they must ensure
reliability and security of both the appli-
cations and the customer data, in a cloud
environment over which they have less
control than on private networks.

For such migrations a new mindset must
be adopted - understanding that change
is not only technological but cultural, re-
quiring retooling of the entire enterprise.
On the other hand, success for service
providers and ICT services companies will
depend on seizing opportunity through:

* Provision of network-based

applications;

Effectively managing ever-increasing

traffic demands;

+ Enabling profit-making capabilities

within the enterprise;

Partnering with software companies

and developers for increased agility,

and;

+ Above all, assuring a high degree of
confidence in security measures.

For SDN and NFV to be universally ad-
opted, open standards, interoperability
and security are critical. As the trend in
cloud and data centers moves toward vir-
tualizing the network function, industry is
pushing for open data center standards
for both equipment - building data cen-
ters that will support next-gen standards
- and for services - effectively migrating
from one set of services to another.

Open standards are desirable because
they enable enterprises to avoid being
locked into specific technologies while
expediting adoption. Importantly, open
standards are not the complete answer
to differentiating and innovating - again,
success in differentiating still relies on
how a company is run.

Interoperability of controllers is one of
the biggest issues surrounding SDN sys-
tems. Using established protocols such
as Border Gateway Protocol (BGP), a well-
known core Internet routing protocol, can
simplify operations by reducing network
complexity and integrating SDN with ex-
isting business logic and processes.

Security needs to be everywhere within
a software-defined network - from build-
ing it into the architecture, to delivering
a service that protects the availability,
integrity and privacy of all connected re-
sources and information. Within the ar-
chitecture, access to the controller, which
is the centralized decision point, needs
to be tightly controlled and protected,

both physically and within a robust policy
framework of checks and balances. But
beyond the architecture itself, compet-
ing approaches include embedding secu-
rity in the network vs. in servers, storage
and other devices. Regardless of the ap-
proach used, solutions must be designed
to create an environment that is scalable,
efficient and secure.

TIA's Action Report captured important
takeaways from the recent TIA 2013: Fu-
ture of the Network Conference. Among
them is the focus on developing the right
type of alliances:

Suggested Action for
Service Providers and
Systems Integrators

Work with developers and software
companies to offer enterprise and end-
user customers integrated services and
netwo